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1. Intended use and areas of application 2. Scope
3. Use
Streamworks is a Workload-Automation- and Service-Orchestration-and-Automation- 4. Benefits
Platform. 5. Architecture, components and
interfaces
The Streamworks philosophy stems directly y from the arvato Systems data centers: 6. Operation
Easy to learn and use, yet able to handle complex tasks. Made for heterogeneous IT 6.1. Configuration and administration of
landscapes with a high amount of individualized software and the maximum degree system master data
of automation and standardization at the customer’s request 6.2. Stream design and maintenance
6.3. Runtime or plan data
Streamworks is especially useful for IT enviroments for which one or several of the 6.4. Graphic multi-stream display
following points apply: 6.5. Forecasting, Workload Analytics and
Reporting
- The IT workload is entirely or partially organized in the form of batch processes, 7. Migration
file transfers or REST-API-Calls. 8. Support & Trainings

- The daily number of processes carried out is so high, due to the quantity or
number of repetitions, that it is necessary to centrally control and monitor them.

- The business processes running in batch format need to be better synchronized
with the IT operational processes (IT housekeeping).

- Many and/or complex dependencies need to be mapped between individual
process steps.

- The IT infrastructure landscape or application landscape is heterogeneous.

- There are narrow time frames for processing the batch processes.
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2. Scope

- Central creation of IT workflows (Streams in Streamwork) by connecting individual process steps (jobs) that may contain different
program calls

- Connecting all business-related infrastructure components to the central engine via agents

- Defining dependencies between dedicated, virtual, and cloud-powered applications and infrastructure platforms

- Automated, regular or event-based implementation of process chains on all connected servers

- Central monitoring of all system components, agents, jobs and error alerts

- Comprehensive reports and statistics

- Logging and exporting all audit-related data

3. Use

- Central documentation: Access to all business- and mission-critical scripts, programs and (batch) processes from a single location.

- Flexible orchestration: Carry out batch processes on all hardware and software platforms.

- High quality: Permanently reduce error rates as well as time and cost requirements for projects and daily business.

- Reduce employee workloads: With Streamworks you no longer have to perform standard tasks regularly and manually.

- Integration: You can integrate existing central software solutions (monitoring and alerting, middleware, EAI, IT automation) into
numerous interfaces.

- Focus on the business cycle: The process steps taking place during a business day will be integrated into a virtual production day.
You can determine the start and end times separately while maintaining the sequences required from a business perspective.

- An eye to the future: You can plan, modify and control future production days in advance during business hours. Daily production
plans are generated from the master data during preparation.

- Flexibility: You can carry out ad hoc changes flexibly and transparently. Up-to-the-minute changes have no effect on the master
data and are logged in full.

- Control: Go live of large batch releases in a controlled manner. Transport between test and production environment is done via the
export/import utility. Versioning flags ease the simultaneous deployment of many job networks.

- Synchronization: Use time slots for system maintenance and synchronization of Your IT operating and business processes optimally
and avoid parallelism of disruptive activities.

- Ability to provide information: Get auditable logging at all times. The Stream Run Journal and central job log archiving meet the
principles of proper accounting.

- Information security: Password rules, authentication technology and encrypted communication of streamworks components are
state of the art.

4. Benefits

- High-quality software and consulting due to our many years of experience in our own IT operations.

- Minimal training and operating costs are required, thanks to the standard Windows components in the front-end and back-end.
- Working with templates and inheritance of central settings save time in everyday business.

- Automatic error handling results in a high degree of automation, which reduces the operational workload.

- A comprehensive set of data on workload analytics is provided, which allows continuous improvement in quality.

- High security standards and comprehensive logging help users with compliance and audit requirements.
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5. Architecture, components and interfaces

Based on up-to-date software technology, the modular and expandable structure of the Streamworks architecture comprises
the following components:

- Central database

- Processing server

- Application server

- Desktop client and agents

All central Streamworks components currently run on a Windows operating system, but agents are available for numerous other operating
system platforms and applications. Databases and processing and application servers can be operated on physical or virtual hardware and
the desktop client is terminal server-capable. All software, including standard setup routines and *.msi packages, is installed within four hours.
Encryption is used for all communication between Streamworks components, which in turn use signed certificates to authenticate
themselves to the master components.
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Fig.: Streamworks Components

In addition operation in Azure is possible. For this purpose, the streamworks backend processes are packed in containers and are operated
by Azure Kubernetes Service. As database Azure SQL is used. The on-premises agents are connected via TCP/IP without the need of aVPN.
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Fig.: Operating in Azure

Central data storage and data security

Streamworks offers the highest degree of data security with its central data storage. All master data, runtime data and messages
are stored permanently in the Microsoft SQL Server database. High availability can be achieved through the use of Microsoft
cluster technologies, virtualization solutions (e.g.,VMware vMotion) or synchronous data mirroring. The processing server is made
up of several Windows services that take over all agent communication, job implementation and central tasks for Streamworks
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applications. The processing services can be installed multiple times and can thus be set to any scale for an increasing system load.
The streamlined Streamworks agent acts as a guest on an active computer so it needs only minimal processing power, RAM and
disk space. The agent receives data on the job start date from the processing service, reports back on completed jobs and sends
regular vital signs, or ‘heartbeats,’ to the central services.

Central access for all end devices
The application server, a Microsoft IIS, controls communication with desktop clients and mobile access options such as smartphone
apps or the web app, which the user can use to monitor and control the Streamworks production.

Scalability

The Streamworks architecture is scalable and can be implemented with single-server solutions or even multi-server operations
with multiple application servers and database clusters. It doesn't matter whether there are fewer than 100 or more than 100,000
jobs per day waiting to be processed.

User interfaces

Streamworks can be operated via Web App or Windows Desktop Client, with the latter offering the (currently) greater range of functions. The
intuitive, easy-to-learn interface and the ability to customize configuration options win you over the first time you login. Several different
tab-based or graphical display options are available: Even complex job networks are displayed clearly. This makes it easier to learn to use the
program, saves timeconsuming training, and guarantees simple and efficient use:

The Streamworks desktop client is divided into five domains:

- Start page with dashboard

- Administration / Master data area

- Stream design
- Runtime
- Reporting

A user’s individual view depends on their respective permissions. Administration, stream design, and reporting are clearly organized in

the explorer, properties, and workspace panels. There are numerous functions in the runtime area instead of the explorer. There are also

shortcut menus (right-click on the mouse), selection dialogs, drop-down menus, drill-down men-us and buttons that facilitate the quick

location of information and allow for the definition of new streams.

on] - St
File Edit View Window Help

Stream Explorer oo x

Streams
» BHE Basismandant
» BHE Beta
4 BiE Demo
4 [ Prozessportal

4 = Compliance

4 N GeneralProcess
cur (27.05.2011/11:35:14)

§HE Dokutest
HH§ i0SApp Test
#8 Migration
§HE Prod_Maintenance
BER Test
HH TestComplete:
§HE Testmandant
BER uAT
B8R workshop
Bl ZKanada

< >

Search AR
Mandator Select Al @
Stream / Category | GeneralProcess v
Version -
Deploy Date From -
Deploy Date To -

GetData

Stream Designer

Demo : GeneralProcess (ar)

Recovery Designer

Run Properties

ADXDAXL #RLFEFECN S0 B0 2 QaP @ ux

v
Wl Copy!_0010_StrR_Rec_001
W :_gtasswokoazed
e T

W Copy1_0020_StR_Rec_001
W - _gtasswviko3zs1

BT R REE

W Copyi_0040_StR_Rec 001
Mz otasswokos2et
LT I P

Copy1_0050_5trR_Rec_001
2_glassuvk326 1

mE  Copy!_0060_StrR_Rec_001
M - _jiosswikoszet

M EEE EEAETE

Wl Copy!_0070_StR_Rec_DO1

Fig.: Stream Designer at the Windows Desktop Clientt

Stream Properties rx

‘GeneralProcess
Stream Type NormalStream
Status Inactive
Stream Version cur

Design -
*Stream Name

General Properties -

*Short Description | Demo Restart/Reco...

*Agent z_gtasswvk03261
*Account 123456789
*Severity Harmiess
Concurrent runs of dil No
Concurrent runs on sz No
Stream Variables

Preparation -
Schedule Required 7

Schedule Rule Object
Schedule Rules

*Max. StreamRuns | 5
*Automatic Preparatic Complete

Autor edR| All

Runtime Data -
*Storage Duration Ru| 50

Cleanup o

*Cleanup Start Time | 00:15:00
*Cleanup Day Type | Calendar day
“Days 3
“Time Zone (UTC+01:00) Amst ..
"Reorganisation Type Export
*Keep Prepared Runs No
Stream Documentation -
*Documentation Demo Restart/Reco...
Job Log -
*Central Job Log Yes
*Storage Duration loc 20
"Max. Size of Job Log 16,00 v
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The panel style, column selection (remove/add columns), column ordering, skins (color schemes), and auto-refresh function can be stored
as a layout for each user. Several layouts can be created, with one layout defined as the default (layout on login).

The web app follows moderns standards in navigation and display of information.
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Fig.: Streamworks Web App with display of Stream Runs in desktop view
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Fig.: Streamworks Web App with display of Stream Runs in mobile view



Streamworks Product Description

Cross-platform automation
Workload Automation will be supported by Streamworks across different platforms. The stream-lined Streamworks agent software

solution reduces the demand on resources and is available for all standard Windows, Unix, and Linux operating systems as well as

mainframe OSs (z/OS, System i, BS2000). Switching between Unix, Windows, z/OS, and SAP jobs within a process chain (stream) is

completely transparent and effortless thanks to standardized operations. Encryption is used when Streamworks agents communicate

with the central processing server. Likewise, the agents use signed certificates to authenticate themselves to the master components.

Streamworks agent software on the different operating systems automatically records all job processing event data in log files and

stores this information locally on the systems. Each log file contains information on the agents themselves, as well as information

produced by the called script/program during implementation of a job. Examples of this are a job’s start date, description, possible errors

that occur, etc. This log data is indispensable for error analysis, particularly in the case of a script/program termination.

Agent Name gtasswvr01708

Stream Name Template_Mercury001

Job Name DUMY_001_Template_Mercury001
Run Number 1

Plan Date 22.04.2020

Execution Number 1

File Name 20200422 Template_Mercury001420200422, Template_Mercury001.0001.DUMY_001_Template_Mercury001.667507355_1.windows-1252, 20200422060003307-20200502.log

Target Encoding | Western European (Windows)
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-838;JobExec__ ;INFO ;Thread=00001b75;Will use Userswitch-Logonmode RUTO

-854; JobExec__ ;INFQ ;Thread=00001b72;Changing into tempdir (C:\WORE\streamworks\inte'\md0450\temp') for subprocess-execution
-854; Jo ec_ ;INFO_;Thread=00001b78;Trying to start Job-Cmdline: "CMD.EXE"™ args ["/E:ON",6 "/C", "C:\WORE\streamworks\inte'm
-885;Jo ec_ ;INFO ;Thread=00001k72;5tarting SubProcess-Watchdog, Interwval €0seconds
-885;JobExec__ ;LOE_ ;Thread=00001b783;Subprocess started SUEEESSful with pid=7304, lines are from stdout of the process
-885;JobExec__ ;LOE_ ;Thread=00001L78; TART OF_JOB_OUTPUT

5J_HHMMSSFFF=08000305¢&
StreamCTIME=21:30:01.557

CDATE=20200420

CDATE CCYYMMDD -30CD=20200321

To2:00
Tog:
Tog:
Tog:
Tog:
Tog:
Tog:
Tog:
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¥ |success

Fig.: Search in the central
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-91€; JobExec__ ;LOE_ ;Thread=00001L78; END OF JOB_OUTPUT
-51€;JobExec__ ;LOG__ ;Thread=00001b75;Subprocess finished normal RC=0

-891€; JobExec__ ;INFO ;Thread=00001b78;Removing errfile...is empty (0Bytes)

-5l€;Jo ec__ ;INFC_;Thread=00001k75;Announcing JobEnd to the Rgent

-5l€;Jo ec_ ;INFO ;Thread=00001b78;SUCCESSfully connected to the Agent

-932; JobExec__ ;INFO_;Thread=00001b78; SUCCESSfully announced JobEnd to the Agent
-947;hgentCore_; INFO ;Thread=00001150;ExitWatchdog started, number=2, this=0x0000005b2583£44d0,
-547;kgentCore_; INFO ;Thread=00001150;Nurber of known/running managed threads: 2

947 : InhRxar ITHFO Thread=00001k78: Shuttina down StreamenrksInhExac

@ Previous ] Next T Highlight Upper-/Lowercase

id=0000000000001150

Download Joblog

Streamworks offers the possibility of copying log files immediately following completion of a job to a central Streamworks directory,
separated by client. The transfer is completed asynchronously after execution of the job. There is no lag in batch processing. The
local log files are then automatically deleted by the agent after a definable period of time.

Automatic monitoring of all agents
All agents are automatically monitored and the user receives a thorough overview of every agent’s status (stopped, running, listening,

disconnected, hold) on a main screen in the desktop client.

Ll
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Agent Contral 3

Agent Port Type | Status Agent Job Processing | Status Server Job Processing | Cluster Mame | Heartbeat Interval... | Last Heartbeat

hiasswc. .. 30100 PA Running Active GTASSWCH. .. 300 | 22.04,2020 09:52:05:43...
biassw. .. 30100 PA Running Active 300 22,04,2020 09:49:52:84. .,
biassw. .. 30100 PA Running Active 300 22,04.2020 09:43:558:43...
dbmps. .. 30100 A Active GTASSWCH. .. 300

degtiuv... 30100 PA Running Active 300 22,04,2020 09:50:32:75..,
dezirwlr 30100 PA Stopped Hold GTLNMIWCE. .. 300 01,10.2019 15:04:04:49. .,
dezirwiu 30100 PA Disconnected Active GTLNMIWC, .. 300 15.11.2019 09:57:33:98...
EXTIIW... 30120 PA Disconnected Hold 300 20.04.2020 11:03:20:68...
EXIIIW... 30121 PA Disconnected Hold 300 17.04.2020 09:49:50:21...
gtassw... 30100 PA Running Artive GTASSWCH. .. 300 | 22.04,2020 09:49:53:71...
gtassw... 30100 PA Running Active 300 22,04,2020 09:43:07:20...
gtassw... 30100 PA Running Active 300 | 22.04,2020 09:43:42:82...
gtassw... 30100 PA Running Active 300 22,04,2020 09:50:53:43...
gtassw... 30100 PA Running Active 300 22,04.2020 09:49:32:94, .,
atinmiv... 30100 PA Running Active 300 | 22.04,2020 09:52:33:09...
gtlswpp... 30100 vA Active GTLNMIWE, ., 300

gtlswpp... 30100 vaA Active GTLMMIWE, .. 300

Fig.: Agent control in runtime area

Connection to IBM mainframes via z/OS agents

All the Streamworks functions can be used on IBM mainframes with Streamworks z/OS agents as well. Communication between

the Streamworks processing server and the z/OS agents is based on the highest Advanced Encryption Standard available (AES-256). In
addition, this Streamworks agent supports several z/OS-typical characteristics: The Streamworks z/OS agent has an uncatalog function. Before
one or more z/OS jobs are repeated, the z/OS agent automatically uncatalogs all sequential files generated by these jobs. If

necessary, files can also be excluded from uncataloging, which can be scheduled at the stream or job level. Every z/OS agent has access

to its own previously filtered datasets from the System Management Facility (SMF) log data for this functionality.

Streamworks also supports z/OS-specific return codes (condition codes, user codes, system codes, JCL errors) up to the step and
procedure step levels. Mainframe operators quite frequently use job routing in multiple computer networks (for example, JES2 MAS or
JES3 systems). The Streamworks z/OS agent is able to transfer the start of a job and its monitoring from one agent to a second agent
installed on the same computer network based on internal agent communication.

In doing so, Streamworks offers the best solution for batch load balancing in the IBM mainframe area.

Application integration

Alongside cross-platform capabilities, Workload Automation also requires cross-application capabilities. Terms like (Enterprise) application
integration refer to the integration of standard application software, such as SAP, VMware, system management software, and file transfer
process into batch processing. Streamworks offers this kind of integration for a wide variety of applications.

Streamworks SAP automation with jexa4S and jexa4Bl

Both jexa4S and jexa4BI are available as interfaces in order to link SAP® NetWeaver systems on Windows, Linux, or Unix derivatives

to Streamworks. Planning, operating and controlling SAP batch processing through XBP 2.0 and 3.0 interfaces is incredibly easy with
jexa4s. Variations can also be installed, copied, modified and deleted, in addition to implementing batch jobs in SAP. SAP batch events
are maintained exactly like parent/child functions and SAP’s job interception logic. jexa4S possesses activity collections in which single
blocks (BAPIs) of the XBP interface have been combined into sequences that are often required to facilitate the implementation of SAP
batch jobs. For example, the creation, expansion, startup and monitoring of a job as well as the export of the job log and spool after job
completion are carried out within one jexa4S call. All this can be done with only a single Streamworks job.

jexa4s was certified in accordance with the test catalogs prepared by SAP®. The functional range of jexa4S supports all of the functions
of the XBP 2.0 and 3.0 interfaces and the SAP® Solution Manager.

jexa4Bl is the SAP Bl interface built in accordance with the SAP BW-SCH certification catalog. jexa4Bl can implement and monitor special
process chains and info packages available in SAP data ware-housing products through Remote Function Call (RFC). Activity collections in
jexa4Bl also replace the individual calls for SAP function modules offered for BW-SCH interfaces.

—
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VMware vSphere and vCenter Server

Streamworks integrates the tools provided by VMware for managing one (vSphere) or many (vCenter Server) ESXi hosts through vCLI and

PowerCLI APIs. The VMware tasks available together with Streamworks enable you to extensively automatize the most typical management
tasks.

Additionally, each task comes with a documented example call as a template.

Integrated file transfer process

Files are encrypted and transferred between Streamworks agents without additional software. The integrated Streamworks transfer solution
also includes both conversion for a variety of file formats and central control of all ongoing transfers.

a File Transfer Parameter - SD - UAT | cur | StrFT_Supp... | 0010_StrFT... | Al

Stream Name StFT_Support_001
Job Name 0010_StrFT_Support_001
Run Number Al

| (gtassw - | (gtuan- = v v+ Conversion Rules

Mo, File f Pattern Control File | If file not exists Delete file afte... | Target File Path File Name Iffile ...

Use source @... | D... | Transfer M... | Conversion Source Encod... | Target Enc...

[BAGIAS/BAGIAS... Unchanged... | False, None
Add
Duplicate
Delete
Copy Ctrl+Y
Copyrow  Ctrd+C

Fig.: File transfer definition, multiple files possible

The numerous file transfer options common to standard FTP protocols can be defined using the same intuitive menu navigation found

in all Streamworks jobs. When using Streamworks agents, you no longer need to file SSH keys or maintain FTP clients and servers on
computers, which saves you a great deal of time.

a Streamworks - [Integration] - Runtime

x
File Edit View Window Help |F [0 X 5 @ % ©0 # R F 2 ® 0 & U
—— o o x | FleTrnsfers x
Mandator | Plan Date [stream  [Run humber |30 [Executi... [File Transfe... [Planned Job Sta. . [ lob Start Time Job Status Source ... | Planned So... | Target Age.... | Planned Targ...
o 02.03.2020 CR22685... 3 0010_CR22... 1 [{ensferring (0, 02.03.2020 11:51:... Running pee— R J— pee— -
Monltoﬂﬂg “ UAT 17.04.2020 HIR-ZOS... 3 001-HIR-Z... 1 Completed ... 17.04.2020 09:54: AbnormallyEnded
o uaT 17.04.2020 web07_D... 5 0010_webo... 1 Completed ... 17.04.2020 10:42:... | AbnormallyEnded
e uaT 20.04.2020 FT_3200... 1 00100FT_... 1 Completed ... 20.04.2020 08:15:... | AbnormallyEnded
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Start List
LR Monitor
T
a Source File TargetFile Start Time End Time Curation ‘ Status Source Agent ‘ Status Target Agent Total File Size | Parameter File Transfer
Search = B8 4 .. ... 02.03.2020 11:51:13:... BERE-oin (255 MB)  Waiting 1GB E:lstreamworks\ftisou...

Plan Date From I:E
saws  [npoces 7]

Get Data

Fig.: Central management of ongoing file transfers
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Additional standard interfaces

Ticket Service: If you need to create a trouble ticket in an external system for events in Streamworks, such as job terminations or agent
problems for example, you can use the Streamworks Ticket Service interface. In doing so, the return value, usually the number of tickets
created, can be displayed on the list of incidents or in Incident View in the Streamworks desktop client.

E-Mails and text messages: If necessary, Streamworks can automatically inform you via E-Mail and text message of the current processing
status before and after a job has been implemented.

GIT: Changes to stream definitions can be automatically pushed to GIT so that versioning can take place there.

CLI: The Command Line Interfaces (CLI) can be used to initiate numerous actions and changes in the Streamworks runtime environment
via the Streamworks agents. The Streamworks CLI is primarily used for the integration in application software, as the interface can be
addressed directly from other programs.

LDAP authentication: In addition to its own authentication functions, Streamworks also offers the option of LDAP (Lightweight Directory
Access Protocol) authentication, which is typically used in Microsoft Active Directory environments.

Export/Import: All of the process definitions or master file data can be transferred between clients of one or several Streamworks systems
through the Streamworks export/import utility in XML format.

External Job Script Management:You have the choice of maintaining scheduled job scripts within or outside of Streamworks. Streamworks
provides an importable job script service for Job Control Language (JCL) or other job scripts stored outside of Streamworks in a separate
software configuration management tool for the purpose of version management.

REST API:You can carry out numerous actions using the application server’s REST-based Service Management API. This way, you can
automatically create agents and request the status of agents, streams and jobs, for example.

6. Operation

Streamworks users can carry out their Workload Automation from a single, central location. In Streamworks, a company’s IT infrastructure

is completely displayed in the form of agents, just as IT-supported business and IT housekeeping processes are displayed as streams.

Dependencies, conditions and a number of rules ensure that individual streams in Streamworks are linked in such a way that a company’s
entire IT operations and IT-based business processes — its workload — can be carried out transparently and automatically.

Streamworks reveals what is possible nowadays in terms of uniform information provision for various user groups. Streamworks offers a

genuine single point of information, thanks to central data storage and a sophisticated permission concept.

Streamworks system administrators can discover all the relevant facts in the central desktop client just as quickly and well prepared as in the
process planner or work scheduler and application managers and the service desk can gain either a general idea or all the important details
of current production with little effort. If all that wasn’t enough, the integrated reporting engine offers access to all the information on the

Streamworks database.
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6.1. Configuration and administration of system
master data

In the master data, users can configure all basic, general settings for
operating Streamworks as well as for configuring, managing, and
carrying out streams.

Clients

Following initial setup you can install additional clients within the
base client in Streamworks. These clients can be used for various
scenarios with separate data storage for users, agents and streams as a
logically separate, self-contained Streamworks application within the
Streamworks infrastructure.

Regardless of whether you need to keep separate customers and
departments or make a distinction between testing and production
environments, the Streamworks client concept offers an affordable
alternative to operating several different automation environments.
Above all, you operate a number of clients in Streamworks using a single
user desktop client. Users with the appropriate permissions do not

need to open a new user desktop client for each client or provide extra
authentication each time.

Roles and rights

One or more highly detailed, configurable roles are assigned to users
for each client in Streamworks. Roles are comprised of permissions for
viewing or maintaining central objects, such as calendars or agents,
permissions to read or modify certain streams, as well as permissions
to implement single or multiple functions with these streams. Streams
are not visible to those users without read or update permissions and
functions that are not allowed are grayed out.

Futher settings
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4 % variablen
¢ systemvariablen
¢ Benutzervariablen
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Hilfe

d Streamworks - [Integration] - Systemstammdaten

All other administrative system settings can also be reviewed and carried out within this menu panel. Standard values for many necessary

parameters like calendars or time zones are defined once at a central location and inherited from the clients down to individual jobs, as long

as they are not deliberately overwritten. Whitelists or templates, which are later available as a pull-down menu in the stream definition, are

generated for other parameters like account numbers, agents or contact persons.

E-Mail and text messaging templates are centrally generated in Streamworks and are not tied to individual jobs. On the one hand, this allows

for multiple usages of templates. On the other hand, it also allows for central and one-time maintenance of template changes compared to

multiple changes for E-Mails associated with jobs. A number of Several system and user variables are used for the flexibility necessary in the

contents of the templates.
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ADX R -

Demo: Mail[SMS Templates

File Edit View Window Help

e SN CHY -/

Browser R X Mai/SMS Templates R x
Template Name Template Type Subject Append Joblog File Append ErrorLog File
» 813 Basismandant || ASY-Global Incident DE Email streamuorks A... /] 7] Notification Template -
» il Beta ASY-Test-SMS M5 Streamworks A... “Mlame ASY-Global-Tncident-DE
4 BIR Demo Template Type Email
4 4] Users *Short Description streamworks Abbruch
T, Objects *From streamworks@bertels...
70, Object Groups To 2{&S]_EMAIL};
0, Roles cc
R, User Profiles ar
4 ] Configurations o Ject streamworks Abbruch.
4 ] System File  Edit Iy Y
§Eh Agent Defaults AR LR s
% Beat ; Log File ™
T3 GUI Client Hallo, Log File 7

b 5" Interfaces
4 57 Application
B Stream Design
& Preparation

der folgende Job ist zur Zeit auf Status "abnormal beendet”:

Stream: ?{$ST_STREAM}
- Beschreibung: ?{#5T_SDES}
Job: ?{$5T_JOB}

!

keited1
11.04.2011 10:45:36:5...
weit12

%1 Runtime - Beschreibung: 2{#5T_JDES} 04.06.2018 15:59:47:6...
Account Numbers Plandatum: ?{$PO_YYYYMMDD}
Ll agents Lauf: {$ST_RUN}

[} Agent Pools

& Login Objects

W Severities

Contact Persons

B Calendars

&8 Schedule Rule Objects

BJ Application Jobs

] Job Seript Templates

T Libraries

iq Logical Resources

(54 Mail/SMS Templates

+# Notification Mapping

@ Global Code Completion
4 ¢ Variables

X System Variables

X User variables

¢X Job End Variables -

Fig.: E-Mail template managements

6.2. Stream design and maintenance

Generating templates and setting the standards for recurring requirements

Der Fehler trat am 2{#INC_YYYYMMDD} um ?{#INC_HHMMSS} auf.
Fehlercode: ?{#RC}

Fehlermeldung: ?{#RM}

Prozessnummer: ?{#PID}

\Agent: 2{#AG}

Bitte melden Sie sich bei evtl. Riickfragen im SystemOperating per Email
bzw. unter Tel. +49{5241)80-3081.

Mit freundlichen GriBen

dioﬁﬁcaﬁon Template

Standardization is simple and efficient with Streamworks. Templates are available for recurring requirements and you can also develop them
yourself.You can find the right template in Streamworks. Whether you need to send standard E-Mails, maintain a certain structure for all

Java jobs, or perform standardized backup routines for all databases, it's no problem.

Standardization of job networks using the master/real concept
Frequently used operating procedures or business processes can be standardized with this unique master/real concept. The master stream acts
as a fully defined template for job networks that share the same properties and structures as backups of databases, for example.

In defining a new stream, you have the option of selecting a master stream as a template and generating a completely new job network — a
‘real stream’ — at the click of a button. The real stream can contain additional definitions that deviate from or expand on those in the master
stream. Subsequent changes that will affect all of a template’s real streams defined this way only need to be carried out once in the master
stream. Afterward they are inherited by every real stream. Real stream-specific definitions are not overwritten when this occurs. The concept is
a building block for efficiently managing batch changes without sacrificing flexibility.

Standard templates for better management of job scripts

Streamworks offers you the option of defining standard templates that can appear as a default when creating new job scripts in order to

keep job script management as easy as possible.



Streamworks Product Description

a streamworks - [Integration] - Master Data
Ele Edit View Window Hep |[H O X [y @ % P & & & 8 & W & O

Browser n g || BECEEiEiSEEEELEE Job Script Template 1 x
Templates 1 :: Trigger Batch Event (SMé4) in a SAP
» B Basismandant ~ 4 B Demo 2 cd "c:\Program Files\Arvato Systems\jex Job Script T *
» BB Beta 2 Amazon_cCloud 3  jexads <SID> <CliencID> EVENT RAISE ~ *Name jexa4S_W_EventRaise
4 BFE Demo IiAzure Clinud 4 EXT_USER:<XMI_Log_ID: & *Description Raise an SAP batch in...
4 ff] Users = 5 EV_ID:<EventName:> * Job Type Windows
7;1 Objects IlJava - 8 * Job Script = Trigger Batch Event ...
70, Object Groups b [l jexa4B1- SAP BW Schnittstelle I Defadt 0
7o Roles 4 [l jexa4s - SAP Schnittstelle History "
8, User Profiles » k= Batch-Tnput-Mappen-cinspicn Created by Migration
4 &1 Configurations 4 b 4P Event Raise Created at 05.11.2015 16:34:11:7...
4 B System 0 jexa45_U_EventRaise Changed by herolo1
1B, Agent Defauits ) jexa45_U_EventRaise_WithParam Changed at 22.04.2020 10:56:43:0...
% Beat 88 jexads_W_EventRaise
gy GUI Client B8 j=xa45_W_EventRaise_WithParam
b o2 Interfaces » b SAPJob Ausfihren
4 5 Application » b S4P Job Ausfithren - mit CHILD Uberwa
% Stream Design o8 vMware
% Preparation
% Runtime
[ Account Numbers
Ll Agents
[k Agent Pools
J Login Objects
W severies |\
Contact Persons
[#] Calendars
& schedule Rule Objects
B Application Jobs
&1 Job Script Templates
T Libraries = 5
¥ Logical Resources The o st lplayed sbave £ 2 gl fo ”
Omimsremns | | Il Bt ot st o .,

Fig.: Job Scrpit Templates

Additionally, pre-installed job script templates from the manufacturer can be used when calling Java, VMware, and cloud interfaces. These
templates can also be accessed when changing job scripts and calling frequently used script passages. Changes to the template are not

inherited with these job script templates.

Power Shell Integration
When executing a job under Windows, Power Shell scripts can be created fully integrated with appropriate highlighting.

d JobScript - SD - Demo | new | Str_PS_Uni... | 10_Str_PS_... | Al — O »
File  Edit View Language
DTHS XDEH TR

Stream Name Str_PS_UniCode_001
Job Name 10_Str_PS_UniCode_001
Run Number Al

1 |# Convert any text file to Unicode

2

3 param( [string] $infile = §(throw "Please specify a filename.") )

4 Soutfile = "$infile.unicode"

5 get-content -Path $infile | ont-file $ontfile -encoding unicode

< >

Fig.: Job script editor with a simple power shell script.
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Faster access to data
The process planner and work scheduler have central access to all defined stream master data through the stream explorer and convenient
search functions. A full-text search makes locating and replacing job contents or agents in the master data incredibly easy.

Versioning for efficient change management

Streamworks allows you to manage different versions of process chains / workflows (streams). There can be a planning version and several
backup versions that are automatically generated upon activating a planning version alongside the current production version. The versioning
enables you to conveniently manage batch releases, even within Streamworks clients. In following, you can use it as an alternative to or in
combination with export/import-based release management.

d Streamworks - [Integration] - Streamdesign
Datei Bearbeiten Ansicht Fenster Hife |FH [0 X I @ % © & & & F 8w &L S %9 2 &Q @ [wo%  [-]| -]
Beta Systems : StrFT_FileTr 001 x N
Stream Explorer o g x | Se@SysEms fileTrans_001 {neu) Streameigenschaften 1 x
Stream Designer Recovery Designer (nicht definiert) JobLauf Liste
Streams Design aln
»+ BEE Basismandant ~ Stream StrFT_FileTrans_001
4 [l Beta Streamtyp Normalstream
4 bl Demo T Stream Version neu
4 [l FileTransfer . 1 Allgemeine Eigenschaften &
4 N StrFT_FileTrans_o01 a Version einsetzen *Beschreibung Demo File Transfer
neu *Agent TestAgentl
Ifd (08.06.2016/13:26:¢ Stream StrFT_FileTrans_001 *Aufiragsnummer 127456789
» Bl Demo Klassifizierung Low
» EEE Dokutest Parallele Laufe versch Nein
» BERiOSAppTest R =R Parallele Liufe am Pla Nein
» BEE Migration (_ Erwarteter Einsetzzeitpunkt Stream-Variablen
» BB Prod_Maintenance ) Aufbereitung -
» R Test v ‘ | ‘ ‘ (UTC+01:00) Amsterdam, Berlin, Bern, Rom, Stockholm, Wien Terminierung erforder
< > Terminregel-Objekt
Terminregeln Default Calendar
Suche (= 4 Als aktiv einsetzen Max. Anzahl Laufe | 10
Mandant ‘Alles selekbieren n *Automatizche Aufbel Komplett
- Automatisch aufbereii| Alle
Stream /[ Kategorie |strt = : Ubernahme manuell gesetzter Zusatztermine und Terminsperren von der neu-Version F "
Version l:lﬂ ["] Ubernahme manuell gesetzter Zusatztermine und Terminsperren von der Ifd-Version *Speicherzeit Plandat) 50
— i
Einsatzdatum von l:la Himveis: Terminsperren dberschreiben manvel gesetzte Zusatztermioe. | ||/—7"7"7"—— —
medinte [ 1] I
Daten holen | O EndPoint
\ |eEg? | ||

Fig.:Version deployment and stream search

Should a new batch release comprise several streams, you can detect all the associated planning versions by a common flag in Streamworks.
You can simply search by flag and activate all planning versions for a planned deadline simultaneously.

The backup versions can be reactivated as necessary and also provide information on a stream'’s change history. Should a user change a
stream, Streamworks ensures all versions of this stream are securely blocked for all other users.

Change history for traceability
Even without using versioning, changes to the stream can be traced with the help of snapshots. For this snapshots are created when saving a
stream. Later, these snapshots can be viewed and compared with each other.
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o Stream Snapshots - SD - Demo | Str_PS_UniCode_001

1. Snapshot:
10/12/2020 08:51:36:553 (herol01) -

Documentation: Description updated Documen

BunVariables: null
ScheduleRule:
SchedulsRuleX¥ml: <Scheduli

ShiftRule="3"

2. Snapshot:
10/12/2020 08:52:40:353 (herol01) -
tation: Documentation updated
BunVariables:
ScheduleRule:

ngRules
ShiftRule="3"

null

ScheduleRule¥ml: <SchedulingBules

ScheduleBuleDialogNot¥etVisited="1"></S5chedulingRules>
ScheduleBulefbject: null
SchedulingRequiredFlag: False

null

Demo for PowerShell

SeverityGroup:
ShortDescription:
StatusFlag: False

ScheduleBuleDialogNot¥etVisited="1"></SchedulingRules>
ScheduleBulelfbject: null
SchedulingRequiredFlag: False
SeverityGroup: null
ShortDescription: Demo for PowerShell execution
StatusFlag: False

StreamBusinessServiceProperty: null StreamBusinessServiceProperty: null

StreamContactPerscns: StreamContactPerscns: null
StreamDocumentation: Demo for PowerShell

StreamMName: Str_ PS5 UniCode 001

null
StreamDocumentaticn: Demo for PowerShell
StreamName: S5tr PS5 UniCode_ 001

StreamPath: PowerShell StreamPath: PowerShell
StreamPreparationScript: null StreamPreparationScript: null
StreamBunDeletionDays: null StreamRunDeletionDays: null

StreamBunDeletionDayType: null StreamBunlDeletionDayType: null
StreamRunDeletionSocurce: null StreamFunbDeletionScurce: null
StreamBunDeletionTime: null StreamRunDeletionTime: null N

Export Export

Close

Fig.: Comparison of two snapshots

In addition, GIT can be connected, into which changes to streams are automatically pushed.

Rule editors for intuitively defining process logic

Streamworks contains numerous ready-to-use options to trigger event-driven or event-based batch processing. File and filing system events,
numerous trigger events such as logical resources, predecessors and command line interface calls complement the conventional calendar
and time-based management options. These events can be combined with these options to map complex requests using logical links. You or
external applications can also deliver important events in Streamworks, for example by using a special dialog box to add missing parameters
to a batch start and trigger the start of processing.

d Valdation Definition

Stream Name StC_CCR_001
Job Hame 0010_StrC_CCR_001
Run Humber Al d Dependency Definition
Stream Name StC_CCR_001
Job Name 0030_StrC_CCR_001
Run Number A

Rule Editor
= < = <> AND | | OR || NOT

RC>15 OR RC<20 Rule Editor
F < = <F AND OR NOT Step RC ProcStep RC C u 5 JcL N BYP
Select predecessor jobs. |+
0010_StrC_CCR_001.RC=0
Example : (RC = 6) OR ((RC>20) AND (RC=40))
Clear Al
Validate
Example : (job1.RC = 6) OR ((job2.RC = 20) AND (job3.RC < 40))
Ok Cancel

Fig.: Rule editors — left: authorizing return codes; right: dependency definition

Using complex results with the job log parser

Streamworks gives you the option of incorporating a parser job (or analysis job) into a stream. With the help of this job type, the job log and/
or job error log files from direct or indirect predecessor jobs in the stream can be searched for the availability of defined strings. The searched
string is defined using Microsoft .NET regular expressions. Log files of normal and file transfer jobs can be searched. Depending on the results,
return codes can be set for the parser jobs, which are then treated in customary form by the follow-up processes for the next stream/job

—

management.
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d Parser Job Definition - SD - UAT | cur | StrP_JoblLo... | 0010_StrP_... | Al — O ®

Stream Name StrP_JoblogParser_01
Job Name 0010_5trP_JoblLogParser_01
Run Humber Al

Mo. Type Regular Express... | Description Predecessor J... | Job Output Result
3 SetReturn Code  an error occurred At all logs look for "a...  0005_StrP_Jo... Job Log, Error Log 8
Type Set Return Code | - |
Description At all logs look for| "an error occurred”™

Regular Expression an error occurred
egexTester

Predecessor Job |DEIDS_Sh'P_Jc-ch-gParser_Ell | - |

Job Output |J0b Log, Error Log | - |

Result (Return Code) | ] |

[ ] save Results in File

Ck | | Cancel

Fig.: Definition of parser jobs

Encapsulate recurring complex processes in the Application Job

Recurring processes, such as the call of applications including preprocessing and postprocessing can be encapsulated by parameterizable so-
called Application Jobs. Application Jobs that have been created once can be used in the same way as regular jobs in stream design with the
optional specification of parameters. Application Jobs are defined in the widely used JSON format.

da Application Job O X

General ~

/_s Deallocate Virtual Machine in Az (1.0.0.0) /s Start V”-tua| Machine in Azure

Deallocates a Virtual Machine in Azure.

@ Execute Docker Run (1.0.0.0)

dodker e & 'docker run Command. Starts a Virtual Machine in Azure

Author: Arvato Systems

saAp SAP_Report (1.0.0.1)
Smallest SAP Job EXECUTE Version: 1.0.0.0

/_s Start Virtual Machine in Azure (1.0.0.0)  The job is running a job script which uses the powershell Invoke-RestMethod command to interact with the
Starts a Virtual Machine in Azure. Azure REST API. The job uses an OAuth 2 flow for authentication

IA Stop Virtual Machine in Azure (1.0.0.0)

Stops a Virtual Machine in Azure.

Ck Next Cancel

Fig.: Selection menu of Application Jobs %
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Load distribution at job execution
Instead of specifying a single agent to execute a job, an agent pool can be specified, which consist of several agents. Before the job is
executed, a check is made to determine which agent has the largest number of free slots available. This agent will execute the job.

d Streamworks - [Integration] - Master Data = m] B4
Fle Edit View Window Help |[[H O X I @ % O £ & Fof G w & D

UAT: AgentPools

Browser 1 x | Agent Pool Properties rx

Agent Overview

Name | Description | Count of Agents [ Tvpe Agent Pool o
23230 Test 23230 2 Windows *Name win-asy-pem-cli-0001
fle03_pooal1 test 2 Unix *Description ASY PCM CLI Aufrufe...
*Type ‘Windows

e Baddbmindari

4 BEE uAT ~
4 ] Users
0, Objects

V0, Object Groups -
9 fle03_pool2 test 3| Windows
' Roles

Q User Profiles keit=01_pool1 Test 2 Windows
4 ] Configurations win-asy-pam-ci-0001 ASY PCM CLI Aufrufe Wi... 2 Windows [Name AgentIP [port |
4 ] System [[] dedus 30000 A
§E, Agent Defaults [] degtch 30000
g Beat degtic 30000
Ly GUI Client degtic 30000
b & Interfaces || degtiu 30000
4 5] Application 30000
& Stream Design 30000 o,
&1 Preparation
& Runtime
[E Account Numbers | &
L Agents ir,
El Agent Pools
§ Login Objects
¥ Severities
Contact Persons
B¥ Calendars
& Schedule Rule Objects
B applicaton Jobs |||
@] Job Script Templates e

T Libraries Specify agents assigned to this pool.
@ Logical Resources

24 Mail/SMS Templates

¥ Notification Mapping

& Global Code Completion
b X Varizbles

» BFE Workshop ¥
Ready | herol01 | Automatic Logout in: 09:57:20 09:06:52 (UTC+01:00) Amsterdam, Berlin, Bern, Rome, Stockholm, Vienna

Fig.: Definition of agent pools

6.3. Runtime or plan data

There is a clear view of all information for monitoring the status of planned, ongoing, and incorrectly terminated jobs, as well as for file
transfers and agents available in the desktop client’s runtime area.

Important runtime data always in sight

The incident view offers a single point of access for monitoring and making manual changes to the Workload Automation in Streamworks.
All unplanned incidents are visualized there. All the options for analysis and error handling are directly accessible via a

shortcut menu.

Inddent View X

Mandator Name | Stream Name Insertion P... | RunNumber | Job Name Plan Date Agent Name | Stream Ru... | Job StartTme | Return Code Return Message Incdent Se... | Eor Tme | Ticket Id Ticket Status
UAT CR22423 BUG_... 1 22,04.2020 ghumdvt.., | 22.04.202... -2100 Latest Stream Run Start Ti... i 22.04.202..,
AT CR22423_Impor... 1 22.04.2020 qumdvin... | 22.04.202... 2100 Latest Stream Run Start Ti... 22.04.202...
UAT CR22423_02 ... 1 22,04.2020 ghumdvi.., | 22.04.202... -2100 Latest Stream Run Start Ti...
AT CR22423_Kopie. . 1 22.04.2020 qumdvin... | 22.04.202... 2100 Latest Stream Run Start Ti...
AT S5R_Test_hellt... 1] 00120-Test_h... | 04.07.2020 01.04.202... |08.04.202003:12... 400 The remate server retum...
... | 15.04.2020 00:10...

Testmandant TES-MAST-MASS. .. Start . 16.04.202...  16.04.2020 18:35... -3001 Agent ot avaiable
Testmandant TES-MAST-MASS. .. Restart options .. L 16.04.202..  16.04.2020 18:35.. 3001 Agentnot avaiable
Testmandant TES-MAST-MASS. .. Set complete . 16.04.202... | 16.04.2020 18:35... -3001 Agent ot avaiable
UAT HIR-ZOSFTPG... 17.04.202... 17.04.202009:54... 656 STARTGET WITHRETRY O...
UAT web07 Dateien. .. Document Job incident 17.04.202... 17.04.2020 10:42... -656 STARTPUT WITH RETRY O
UAT FT_3200_001_... Create Ticket 20.04.202... 20.04.2020 08:15... -3001 Agent not available
AT ZIRI-ZIRZACTY... Send Mail/SMS... 22.04.202... | 22.04.2020 00:05... -2848 Stream ZIR-I-ZIRZAC175...
AT FT_3200_001_... View Stream Status L 22.04.202.. | 22.04.202008:15.. 2848 Stream FT_3200_001_bin...
i B e sl I e

Browse Parser Job Output File View Errer Log File Ctrl+Shift+M

Browse Stream Run Journal Browse Agent System Log

Multi-Level Stream Chart Browse Agent Control

Dependency overview v

View Schedule List

Edit Stream Run properties

Delete

Copy Ctrl+Y

Copy row Ctrl+C

Fig.: Incident View —
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The status of agents, fill levels, the processing of Streamworks database queues and the assignment of logical resources can be quickly and
easily determined and modified. The completion level of ongoing file transfers or runtime forecasts for planned streams are only a mouse click
away.

Each stream run’s historical runtime data is available for a definable number of days in the Streamworks runtime area. Stream runs planned
for the future are also available for several days based on customized definitions. Using the desktop client, you can: change, manually start or
repeat all stream runs; view log data and stream journals; manage the documentation (of unplanned events, for example). Runtime data can
be regularly reorganized using the included utility in order to prevent continuous growth of the database. In the process, the data is exported
in an archivable format and can be used for auditing purposes.

Comprehensive data collection in a stream journal
Streamworks gathers all information regarding automatic process control and manual changes or interventions in a stream journal in an audit
compliant manner. This information is available via the desktop client and for archiving purposes each time a process is performed.

Professional approval of follow-up processing
For a job execution the condition of a professional approval can be configured. Is a job ready to run, an email with a link to a defined recipient
will be sent. Only after clicking this link the job execution will start.

6.4. Graphic multi-stream display

The Multi-Level Stream Chart — the graphic process display in Streamworks — presents a visualization of external dependencies between
several streams or jobs/runs. In several ways, these dependencies are responsible for whether a job is executed or not. Existing dependencies
can be identified quickly and easily based on the Multi-Level Stream Chart. There is an appropriate overview showing the precise location
where this dependency is to be placed in the complex Stream structures, even for a new dependency to be defined. In the case of failure, you
can use the Multi-Level Stream Chart to quickly detect and analyze the causes and effects.

d Multi-Level Stream Chart m] x
Q, | search stream Selectionl) ~ E 101212020 * + [ + Visualize | -
Predecessors SUCCBSSOrs Short Description Decumentation Critical Path
R | N— i ]

STy —

Fig.: Multi-level Stream Chart entry screen with overview
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6.5. Forecasting, Workload Analytics and Reporting

Streamworks supports the user before, during and after the execution of jobs and streams with numerous additional information. Based on
historical runtime data, forecasts for future or current running times are displayed in various views. In the Duration Monitor, running times for
individual streams are graphically displayed on a time axis. With the help of different colors, you can see whether the displayed running times
are forecasts or real data. In the Status View, running time forecasts are displayed for running jobs and streams.

In the graphical multi-stream display, cross-stream analyzes are also possible for large, linked processing. In addition to the display of running
times, the visualization of the critical path serves as an additional aid.

In addition, Streamworks contains a complete reporting engine. Based on Microsoft SQL Server Reporting Services, Streamworks automatically
makes a large number of different reports available. You access the reports via the desktop client or the Self Service Portal. In addition to the
standard reports already included, you can also define your own reports with Microsoft Reporting Services. By this other data sources can also
be used to create reports. All results can be exported in numerous data formats (csv, pdf, doc).

The report server must be started separately and the connection will be configured in the system master data. Individual reports are
generated in the Report Designer (the report server’s reports manager) and uploaded into the Streamworks reports directory in the report
server or sent as an E-Mail via the report server’s subscription service.

Streamworks Beat
For external processing and visualization of Streamworks events like finishing a job execution these events are pushed out by a flexible
adapter concept e.g. by calling an external REST API.

7. Migration

In order to save costs and time when replacing existing schedulers, tools for data migration are available from the following schedulers:
- Control-M from BMC
- Automic from Broadcom
- Crontab
- Windows task schedulerr
- SAP

The aim is to migrate the largest possible number of data / jobs fully automatically and to keep the manual effort as low as possible.

8. Support and training

You will be dealing with colleagues experienced in the data center area the very first time you contact arvato Systems. We rely on
in-house consultants with years of production experience for the first joint analysis of your automation requirements. A testing period is
accompanied by experienced production planners who will choose and automate suitable pilot processes with you. This is how success is
achieved in a short time — it instills trust and confidence in working with Streamworks and helps you achieve a high level of acceptance at
your company.

From a trial copy to data-center-wide production operations, you'll receive competent assistance from arvato Systems, for example, when
determining conventions or integrating into system management.

In constant contact
In order to remain at the forefront of technology, the software is continuously upgraded to take our customers’ specific practical needs into
account. Topics related to the release will be collectively discussed and adopted at regularly scheduled user group meetings.

You will soon benefit in many ways from arvato Systems’ experience in working with Streamworks in productive use. For one thing,
new releases come with the assurance that you are receiving tried and tested software. For another, a number of specialists are on hand
from many different departments at arvato Systems to answer questions and advise you on a wide range of topics and not just on work
automation.
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Arvato Systems’ qualified consultants provide support for migration projects and appropriate, tailor-made tools for data conversion are
provided as required.

Streamworks users have a direct link to arvato Systems’ second- and third-level support — 24 hours a day, 7 days a week. But arvato Systems
offers even more if you plan to implement Streamworks. We design custom, individualized service packages together with you, from the
license itself up to full service.

Training

We offer training for optimal support in dealing with Streamworks. Expertise and experience at all levels and system platforms are prepared in
a user-friendly way from practice, individually, target group-oriented and logically structured. Based on this, we are happy to advise you on the
best approach to mapping your own individual IT processes in Streamworks.



What can we inspire you with today?

You have questions, need information or a contact? Get
in touch with us.

Arvato Systems | Christoph Herold | Product Manager
Phone: +49 5241 80-40268 | E-Mail: sales.streamworks@bertelsmann.de

Arvato Systems is an international IT specialist that supports major companies in Digital Transformation. We stand
for strong industry knowledge, in-depth technology expertise and a clear focus on customer requirements. Working
as a team, we develop innovative IT solutions, transition our clients into the Cloud, integrate digital processes,

and take on IT systems operation and support. As part of Bertelsmann, we are built on the solid foundations of a

German global corporation. At the same time, we rely on our strong strategic partner network with top international ARVATO
players such as AWS, Google, Microsoft and SAP. We make the digital world easier, more efficient and more secure
and our customers more successful. We Empower Digital Leaders. arvato-systems.com SYSTE M S
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